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10    
11 Abstract 
12 

13 Deliberative and decisional groups play crucial roles in most aspects of social life. 
14 But it is not obvious how to organize these groups and various socio-cognitive 
15 mechanisms can spoil debates and decisions. In this paper we focus on one such 
16 important mechanism: the misrepresentation of views, i.e. when agents express 
17 views that are aligned with those already expressed, and which differ from their 
18 private opinions. We introduce a model to analyze the extent to which this behav- 
19 ioral pattern can warp deliberations and distort the decisions that are finally taken. 
20 We identify types of situations in which misrepresentation can have major effects 
21 and investigate how to reduce these effects by adopting appropriate deliberative 
22 procedures. We discuss the beneficial effects of (i) holding a sufficient number of 
23 rounds of expression of views; (ii) choosing an appropriate order of speech, typic- 
24 ally a random one; (iii) rendering the deliberation dissenter-friendly; (iv) having 
25 agents express fined-grained views. These applicable procedures help improve 
26 deliberations because they dampen conformist behavior, give epistemic minorities 
27 more opportunities to be heard, and reduce the number of cases in which an inad- 
28 equate consensus or majority develops. 
29 

30 
31 1.   Introduction 
32 

33 Deliberative and decisional groups play crucial roles in most aspects of social life, from 
34 hiring committees, political groups, lay juries, and appeal courts to managerial boards 
35 of companies, non-profit organizations, or governmental agencies. However, there is 
36 growing evidence that it is not easy in such groups to carry out beneficial exchanges in 
37 which all relevant information and views are properly taken into account. Indeed, delib- 
38 erative groups exhibit patterns such as extremism, homogenization, polarization, informa- 
39 tion cascades, or inability to pool information (see e.g. Kuran and Sunstein 1998; Sunstein 
40 2000, 2010; Luskin et al. 2007). Such factors feed the suspicion that their decisions could 
41 be distorted by social mechanisms. Accordingly, understanding how such features arise 
42 and how group deliberations can be improved is a valuable goal. 
43 Such investigations are actively carried out in several fields. Social epistemology ana- 
44 lyzes the epistemic value of social practices and the nature of epistemic groups and com- 
45 munities  (Goldman  1999;  List  and  Pettit  2011;  Lackey  2014,  Martini  and  Boumans 
46 2014). These issues are also of major significance for political philosophy and political 
47 epistemology.  Finding  epistemically  virtuous  procedures  is  in  particular  crucial  for 
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48 epistemic democrats who want to justify the value of democracy on epistemic grounds 
49 (Cohen 1986; List and Goodin 2001; Estlund 2008; Landemore 2013). Finally, the epi- 
50 stemic performances of collectives, from collaborative groups and expert committees to 
51 scientific communities is also central in science, and epistemic influence within such collec- 
52 tives is intensively investigated by formal philosophers of science (see e.g. Zollman 2010a, 
53 2010b, 2012; Mayo-Wilson 2014). Overall, finding appropriate ways of deliberating so 
54 that good informed decisions are finally made is a legitimate concern. 
55 Some aspects of the processes that lead to group decisions have already been investi- 
56 gated, others less so. Procedures for choosing members of a decisional group, eligibility 
57 conditions,  publicity  and  secrecy  concerning  deliberations,  or  voting  procedures  are 
58 important  issues  that  have  attracted  much  attention.  Because  deliberative  procedures 
59 may have a strong impact on decisions, they are also worth investigating. This is a difficult 
60 and highly multi-dimensional issue since the epistemic value of deliberative procedures is 
61 partly sensitive to the cognitive and social behavior of deliberators. 
62 In this paper, we analyze a potentially powerful mechanism which can alter the quality 
63 of deliberations. It is a documented fact that the public views of agents often differ from 
64 their private ones (Asch 1951; Kuran 1995, Cialdini and Griskevicius 2010; Hogg, 2010). 
65 We analyze in this paper the effects of this type of conformism in groups carrying out 
66 sequential oral deliberations or votes, the ultimate objective being to identify deliberative 
67 procedures that could decrease the effects of this conformity mechanism. 
68 We first present misrepresentation and emphasize that it is a widespread behavior, even 
69 among experts (Section 2). We further present a simple mathematical model and justify 
70 why it is appropriate for our investigation (Section 3). This models helps us to highlight 
71 the significant effects of misrepresentation and discuss the efficiency of different proce- 
72 dures to dampen them: (i) holding a sufficient number of rounds of expression of views 
73 (Section 4); (ii) choosing appropriate orders of speech (Section 5); (iii) rendering the delib- 
74 eration dissenter-friendly (Section 6); (iv) encouraging agents to express fine-grained views 
75 (Section 7). We discuss in Section 8 the robustness and scope of our findings. 
76 

77 
78 

2. Deliberation and Misrepresentation 
79 
80 2.1 Misrepresenting one’s views 
81 

Agents may misrepresent their own views in various circumstances. When choosing a res- 
82 

taurant with friends, if others have already concurred on a particular venue, you may 
83 

spontaneously misrepresent your preference so as not to spoil the party. In other cases, 
84 

dissension comes with high costs, and incentives to misrepresent one’s views are extremely 
85 

strong. During the Christian re-conquest, it was safer not to be a publicly practicing Jew or 
86 

Muslim in Spain. Similarly, coming out is socially easier for homosexuals when many 
87 

others have already done so. 
88 

The economist Timur Kuran describes these situations, where agents do not make their 
89 

genuine preferences public “under perceived social pressures”, as cases of “preference fal- 
90 

sification” (Kuran 1995: 3). In other words, agents anticipate that their public behavior 
91 

may come with major costs, and feel that dissenting would be too harmful for them. 
92 

Consequently, they decide to bend their public preferences or behavior towards those of 
93 

others. Preference falsification is thus a special case of conformist behavior, where agents’ 
94 
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private preferences differ from those that they publicly endorse because of perceived pres- 
sures. It differs from cases in which agents mask their disagreement because dissenting 
voices have already been expressed in preliminary deliberations, agents have as a group 
jointly accepted a position, and they have agreed not to speak in propria persona publicly 
(Gilbert 1987; Beatty 2006). 

Beyond preferences, falsification can also affect opinions, i.e. statements for which there 
are matters of facts and which can be true or false. To encompass both cases, we shall talk 
of “views”. Further, instead of “falsification”, we shall use the term “misrepresentation” 
which has no truth-related connotation and applies better to all kinds of views. 

Misrepresentation can stem from various factors or mechanisms, such as conflict aver- 
sion, a desire to avoid being publicly wrong, a reluctance to appear publicly as a lone dis- 
senter or a non-conformist, an unwillingness to have to defend actively and probably 
uselessly one’s views against the majority, the fear of having to suffer from future retali- 
ation from other people, or the belief that making an inaccurate statement will be benefi- 
cial.1 Here, we shall not investigate these specific individual reasons for misrepresenting 
one’s views but merely focus on the effects of this behavior on group deliberations. 

 

2.2 The scope of the mechanism of misrepresentation 

Intuitively, misrepresentation can be expected to be a major phenomenon when agents are 
uncertain about their views, or about issues pertaining to their social identity and for 
which social costs can be high, such as sexual orientation, religious beliefs, or political opi- 
nions. Surprisingly, such conformity effects can be strong when nothing serious is at stake, 
people have no specific reasons to fear other people in the group, and uncertainty is low. 
In Asch’s experiment (Asch 1951), agents were asked to carry out a trivial task (visual 
comparison of lines) for which less than 1% of people usually gave a wrong answer. 
But when subjects heard other people (actually, actors) around them unanimously give 
a wrong answer, in up to 32% of cases, they gave the same wrong answer. 

Evidence seems to show that misrepresentation can also exist in groups of experts, 
when reputational concerns towards  (academic)  peers  are  important,  power  relations are 
present, and uncertainty about debated issues run high. Schlesinger, who in 1961 was 
Special Assistant to President Kennedy, reported that, though strongly opposed to the 
Cuba’s invasion, when he was faced in the cabinet room with  an  “intimidating group” 
(in favor of invasion) he “shrank into a chair at the far end of the table and lis- tened in 
silence” (Schlesinger 2002: 240). Sunstein investigated the case of appeal courts in the 
USA from 1980 to 2002 (Sunstein 2005). In these courts, judges tend to share views with 
the political party of the president who appointed them. A qualitative finding is that a judge’s 
ideological tendency can be significantly dampened when she is sitting with judges appointed 
by a president of the other political party (Sunstein 2005: 168). Various poten- tially 
coexisting mechanisms probably contribute to this phenomenon, including  the power of 
contradictory arguments, the search for a consensus, or the need for “collegial 

 
 

1 In scientific contexts, fraud in reporting experimental results can be seen as a type of misrepresentation. 
However, in contrast with cases like those described by Kuran, scientific fraud does not seem to stem 
from compliance with social pressure, since it is usually rooted in personal motivations such as the 
desire to agree with trendy research and earn credit, or, paradoxically, the desire to promote truth in 
the case of “noble lies” (see Bright 2017, for more detailed analyses). 
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concurrence” (Sunstein 2005: 182). Still, as noted by Sunstein, misrepresentation mechan- 
isms, like in Asch’s experiment, also seem to be at work. More generally, it is well-known 
that experts, like ordinary people, fall prey to cognitive biases such as overconfidence or 
confirmation bias, so assuming that misrepresentation and conformist behavior does not 
touch them would be a bold bet. Indeed, academics care about their scientific reputation 
and may be reluctant to appear as unorthodox members in their community. Science is for 
a large part a conservative and communal activity (Kuhn 1962), in which dissenters are 
not often rewarded. Overall, if misrepresentation can occur in the absence of uncertainty 
and of group pressure, while being present in expert groups, it can be expected to affect 
most deliberating groups. 

This influence can alter the successive opinions that are presented in deliberations but 
also distort final decisions, especially if they are taken by oral votes. After a first phase of 
oral deliberation, a group may misleadingly think that it has reached a state of genuine 
consensus or unanimity, and that it is unnecessary, if not inappropriate, to formally pro- 
ceed to a secret vote, thinking “We all agree, no need to vote, right?” As we shall see, not- 
withstanding appearances, this public consensus may be the result of a misrepresentation 
cascade.2 Importantly, in such cases, secret voting is not a panacea. First, for pragmatic 
reasons: secret voting is a formal procedure that takes  time  and  requires  material, which 
makes the deliberation process laborious. Not all groups may be willing to pay this cost 
for all decisions. Also, there are cases in which a secret vote is not suitable for theoretical 
reasons (see Elster 2015, for detailed discussions). For example, public votes are seen as 
requiring public justifications based on arguments and acceptable evidence, whereas secret 
voting is seen as opening a space for personal interests or biases. Thus, the demand for 
openness and accountability may require that agents express their views publicly. This is 
de facto a requisite in many scientific expert panels. For instance, the rules at the European 
Food Safety Agency, the European Environment Agency, the European Chemicals Agency, 
the European Medicines Agency, the committees advising the European Commission, the 
International Accounting Standards Board, make no men- tion of secret voting when it 
comes to scientific decisions, and can require that names be associated with opinions. In 
brief, public voting is not always dispensable and the corre- sponding decisions can also 
be warped by the effects of misrepresentation, which is strong ground for fine-tuning the 
deliberation and voting procedures of the corresponding institutions.3 

 

2.3 Misrepresentation and its effects 

Publicly complying with others’ behavior is not necessarily harmful. For individuals, con- 
formism protects them from the dangers that minorities suffer. Also, others’ behavior can 
be an informational signal telling them which choice is the best, or which claim is true; so 
following the group can be epistemically beneficial (Banerjee 1992). For groups, conform- 
ity or compliance can also promote consensus, cohesion, quicker decision-making, and 
sometimes reliability (Zollman 2010a, 2012). 

 
 

2 See also Beatty and Moore (2010) for analyses about inadequate consensus and Kosolosky and Van 
Bouwel (2014) for a critical review of consensus-making. 

3 See for example Urfalino and Costa (2015) for an analysis of the 2007 reform of FDA Advisory 
Committee decision-making and voting procedures. 
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However, opinion misrepresentation also brings with it detrimental effects. When indi- 
viduals misrepresent their views, then the final group’s view will be farther from theirs. For 
the group, the views of some individuals remain hidden. This potentially reduces the diver- 
sity of expressed opinions, which has been argued to be epistemically valuable (Mill 1859; 
Landemore 2013), and the group may be deprived of valuable information. If the decision 
concerns preferences, the collective choice may be less representative of the preferences of 
its individual members. In brief, collective deliberations should be potentially sensitive and 
responsive to the views of each of their members, all of which are potentially valuable, 
otherwise, why deliberate in the first place? The misrepresentation of views goes against 
this requirement. 

The effects of misrepresentation can also be indirect and delayed. If, in a sequential 
deliberation, all agents misrepresent their views based on what they have already heard, 
cascades and snowball dynamics can be expected, with more weight being given to the 
first agents. Thus, a group may finally endorse a view that significantly departs from that 
of the vast majority of its members. 

Overall, because of the importance of its effects, it is necessary to investigate further the 
impact of the misrepresentations of views on epistemic deliberations. Our first goal is to 
investigate how large and distorting these cumulated effects can be for deliberative groups. 
Our second goal is an analytic one; to understand how such cascade effects work in the 
present case and which factors favor them. Our third goal is both applied and normative: 
when the drawbacks of misrepresentation are seen as more important than its advantages, 
which applicable deliberative procedures could be used to decrease these effects? 

 
 

3. A Simple Model of Misrepresentation 
To reach our goals, we introduced a formal model of the problem and investigated it by 
computer simulations. Accessing and keeping precise track of the private views of all 
agents during a real group deliberation without perturbing it is difficult. Simulating a 
model enables us to sidestep this problem: the modeler can set the private opinions 
which are held, follow the details of views throughout the deliberation, make a systematic 
investigation for various parameter values, and assess by computational means the epi- 
stemic value of practices (Douven 2009; Olsson 2011). 

During deliberation, the views expressed by certain agents may lead others to misrep- 
resent their private views, but also to change those private views, so the misrepresentation 
mechanism could ultimately be combined with some model of opinion dynamics (e.g. 
Lehrer and Wagner 1981; Deffuant et al. 2000; Hegselmann and Krause 2002; 
Weisbuch et al. 2005; Zollman 2012). Here, we chose not to effect this combination 
but to investigate a model without dynamics of private opinion, where only the agents’ 
public views could change. From an analytical perspective, starting by studying the separ- 
ate effects of mechanisms is informational. This paves the way to understand complex 
cases in which several effects are entangled.4 Also, with this modeling choice, all changes 
in agents’ public views are the sheer effect of the misrepresentation mechanism. We 

 

233 
4 Given the existing wealth of opinion dynamics models (see e.g. Muldoon 2013 for a philosophical 

234  review), analyzing misrepresentation effects in the framework of one such particular model would 
235  also render our results too specific. 
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thereby aim to reach global insights about how the distorting impact of misrepresentation 
depends on various parameters, not to make precise predictions about this impact in 
specific situations. In particular, we  do not make commitments  about  what  exactly takes 
place additionally when the misrepresentation mechanism feeds the actual epistemic 
dynamics of private opinions. 

 

3.1 Private views and public views 

Our model considers groups of n agents (hereafter called n-groups), which must choose 
between two options, typically to adopt or reject a policy or a candidate. For instance, 
they may need to answer the question “Should abortion be authorized until the third 
month of pregnancy?” or “Should this drug be given marketing authorization?” 
Although the choice is binary, the views of agents may be actually richer than “yes” or 
“no”. For instance, an agent may think “Yes, this is the least”, or “hardly more yes 
than no”. This is modeled by assuming that agent i has a private opinion pi within 
[0, 1], drawn from a flat [0, 1] distribution. The interval, [0, 0.5] (resp. [0.5, 1]) represents a 
view that is compatible with the first (resp. second) option, which is chosen to be 0.25 
(resp. 0.75). That is, if the private view pi of agent i is equal to or below 0.5, he or she 
favors option 0.25, and 0.75 otherwise. 

During deliberations, agents publicly express binary views, i.e. 0.25 or 0.75 and not a 
more refined position between 0 and 1 (this presumption is relaxed in Section 7). Indeed, 
presenting exactly the details of a precise position on a complex issue is not straightfor- 
ward. Agents may fail to express the subtleties of their views, the audience may not under- 
stand these subtleties or merely be interested in the option that individuals support. In 
brief, without misrepresentation, agent i would publicly express the view 

ei  = Proj
( 

pi
) 

(1) 

in {0.25, 0.75}, which is the projection of her private view on the closest available option. 
The expressed views are the only ones that are accessible to other members of the group. 
With the choice of 0.25 and 0.75 as possible options (versus the choice of the extreme 
views 0 and 1), the two intervals [0, 0.5] and [0.5, 1] are symmetrically divided; agents 
may hold private views that are more extreme than the ones they can express. Also, the 
difference between a private and a public view which is due to the loss of information 
in the expression process cannot be greater than 0.25. Finally, this choice corresponds 
to a moderate misrepresentation mechanism: an agent who believes 0.45, and should 
say 0.25 but misrepresents his or her view because of social influence and says 0.75, mis- 
represents less than if the other option was 1. Accordingly, if we observe major misrepre- 
sentation effects, they will not come from a too favorable modeling assumption. 

 

3.2 Misrepresentation 

Including the misrepresentation of views in this model bends an agent’s expressed view 
towards those already expressed. Agents voice their views publicly in a sequential way. 
During the first roundtable the first agent expresses her private view. When i−1 agents 
have already spoken and agent i is about to speak (with i > 1), we define the group’s 
expressed view Gi  as the linear average of the i−1 voiced views. After the first round, 
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for an n-group, the group’s expressed opinion Gi for agent i is defined as the linear average 
of the last n−1 expressed views, i.e. the average bearing on all other agents. 

Because the linear average that defines Gi is not weighted, agents give equal attention to 
the previous views expressed by all other agents. However, because of cascading effects, 
the earlier agents speak, the more their private views influence their peers. The first 
speaker even speaks his or her mind freely, initializing the group’s expressed view and 
thereby influencing all subsequent speakers. This reflects a feature of actual deliberation: 
the first positions can be strategic in that they may start an opinion wave that is difficult to 
oppose. Expressing A is easier if you speak first than if you speak after 4 unanimous 
speakers who have defended not−A. 

We introduce a parameter α [ [0, 1] which represents how strong the misrepresenta- 
tion mechanism is. Then, an agent expresses a view which lies in-between pi, i.e. his or her 
private view, and Gi, what the group’s view is for him or her. Accordingly, instead of 
expressing Proj( pi), for i > 1, agent i eventually expresses 

 
ei = Proj((1 − a)pi + aGi) (2) 

(and e1 = Proj( p1)). That is, he or she considers a weighted linear average of his or her pri- 
vate view and of the group’s expressed view, and projects it onto 0.25 or 0.75. As indi- 
cated above, misrepresentation can be produced by different compatible mechanisms, 
and the parameter α aggregates them. For simplicity, the misrepresentation  rate α is 
kept constant, but this assumption is relaxed in Section 8. 

To study the effects of the misrepresentation of views, we shall compare the results of 
an oral sequential vote based on what agents have publicly expressed in each roundtable 
and of a secret vote, which is equivalent here to an oral sequential vote without misrep- 
resentation. In both cases, we assume that the group’s decision is taken by applying the 
majority rule, which is frequently used in committees and governmental agencies. 
Because agents misrepresent their views, the deliberation may be warped, and these two 
votes can give different results. We call these majority group decisions that are reversed 
because agents publicly misrepresent their views “distorted” decisions. We explore by 
computer simulations how frequent such distorted decisions are. The simulations have 
been run in Java and statistics carried out over many runs (typically 300,000) so that 
the standard errors of measured quantities are smaller than visible points in graphs, or 
than the last digit in tables. 

 
 

4. Holding a Sufficient Number of Rounds 
Suppose the members of the group speak once, one after another in a random order, typ- 
ically because they are randomly arranged around a table. For non-random orders, cf. 
Section 5. Furthermore, consider here that the expression of views is limited to a single 
round because time is short, discussions have already taken place in the past, or the 
chair simply thinks that one roundtable is enough, “if people have had their say why 
ask again?” Then for a 5-group, 2% of decisions are distorted for α equal to 0.1, 7% 
for α equals 0.3, 16% for α equals 0.5 and up to 31% for α equals 0.7. For a misrepre- 
sentation rate of 0.5, 13% of decisions are distorted for a 3-group, 16% for a 5-group, 
19%  for a  9-group  and  22%  for a  25-group.  To  help  interpret  these  numbers,  note 
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that the percentage of distorted decisions cannot be larger than 50% on average by sym- 
metry. For instance, 16% (n = 5, α = 0.5) corresponds roughly to a third of the maximum 
possible distortion, and can be seen as quite important. (Remember that opinion dynamics 
is absent from the present model and could still amplify these effects, cf. Section 3.) Thus, 
when one roundtable is held, the misrepresentation of views can induce a sizable propor- 
tion of distorted decisions, even with a moderate misrepresentation rate. 

Intuitively, holding several roundtables could make a difference, because the first agent 
may change his or her public view in a conciliatory way, or because initial non-dissenters 
may finally dissent from the majority because others have dissented after them. 
Mathematically, when new agents publicly dissent, the average Gi of the last expressed 
opinions becomes closer to 0.5. Thus, the quantity (1−α)pi  +αGi  may finally cross the 
0.5 threshold for some values of i, and the corresponding agents become new dissenters. 

We analyzed how large this effect can be. Figure 1a quantifies it for a 5-group and 
various misrepresentation rates. Holding several roundtables helps: it decreases the per- 
centage of distorted decisions, or at worst does not change it. This improvement can be 
substantial: for example, for α = 0.5, the distortion is  almost  divided  by  3  between round 
1 and 3. Here, after 2 or 3 rounds, an equilibrium point is reached in which agents no 
longer change their public views. Some agents still misrepresent their private views, and no 
further improvement in the percentage of distorted decisions can be reached. The case of 
α = 0.7 calls for specific comments. It can be shown that, for all α > 2/3, the group’s 
decision is merely the first speaker’s private view5 – hence the flat curve, with the same 
value for all α > 2/3. This happens for example when social influence is too high, the 
most influential agent speaks first, and all other agents follow him or her. 

Consider next the effects of the size of the group for α = 0.5 (Figure 2a). Groups like 
expert panels or committees are typically not too large, so we vary n to as high as 25. 
Holding several rounds also decreases the percentage of distorted decisions by a factor 
2 (for n = 3) to 7 (for n = 25) for the range of parameters studied here. After a few rounds 
of discussion, an equilibrium is reached again and additional rounds do not lead to further 
improvement beyond this point. A specificity of large groups is that distortion is signifi- 
cantly higher at the beginning but lower at equilibrium (in the Appendix, we state and 
prove several propositions about this general trend). 

Overall, holding several rounds, typically 2 or 3, is a simple but significant way to 
reduce the effects of the misrepresentation of views, and insisting on many roundtables 
is pointless. This morale is robust for various sizes of groups and misrepresentation 
rates, below a misrepresentation threshold over which nothing can be done and all agents 
follow the first speaker. So, a chairman who does not want to make another roundtable 
after the first one has brought a near-consensus but may well be wrong. Holding several 
rounds can reduce misrepresentation effects within deliberations, show the near-consensus 
to be merely apparent, and reverse an oral distorted vote. 

 
 
 
 
 

 

5   If α > 2/3, once the first agent has expressed his or her view (e1 = Proj( p1)), whatever the private view p2 of 
agent 2, the quantity (1 −α)p2 + αG2 is on the same side of 0.5 as p1, and yields the same public 
view. 
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Fig. 1. Influence of the number of rounds and of the misrepresentation rate on the percentage of distorted 
decisions (n = 5 agents). 

 
 
 

 
 

Fig. 2. Influence of the number of rounds and of the size of the groups on the percentage of distorted deci- 
sions (α = 0.5). 

 
 

5. Speaking in a Random Order 
So far in this paper, agents have been assumed to speak in a random order. In real groups, 
views and order of speech are often correlated. For instance, when sitting around a table, 
people who feel close may sit next to each other; or the chair may let those who hold simi- 
lar views speak first, possibly to create a momentum in the deliberation procedure. To 
study the impact of such correlations on the magnitude of misrepresentation effects, we 
simulated the model when agents are positioned according to the two symmetric cases 
of increasing or decreasing private views. Then, distortion can be expected to be 
maximum. 

As before, we explored the parameter space for n and α. Figure 1b shows the evolution 
of distortion for a 5-group and different misrepresentation rates,  to  be  compared  to Figure 
1a with a random order. When agents speak  in  an  increasing  or  decreasing order, for α 
= 0.5, the percentage of distorted decisions can be 2.5 times as high as with a random 
order (after round 1) and is typically 1.3 times as high after the transient regime. Thus, our 
suggestion to organize several roundtables holds all the more for non-random 
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orders. When α is larger than 2/3, the first speaker fully determines the result (cf. 
Section 4) and the percentage of distorted decisions approaches 50%.6 

Figure 2b shows that similar patterns occur for a fixed misrepresentation rate, when the 
size of the group varies. As with a random order, distortion is higher for increasing or 
decreasing orders. It is also higher for large groups for the first rounds, but becomes 
lower when the equilibrium regime is reached, which happens after one or two more 
rounds. Overall, for all orders, the stable regime is more virtuous for large groups but 
more costly to reach in terms of number of individual interventions and deliberation 
length. After 5 rounds, the distortion is 5.3% for a 25-group and 9.5% for a 3-group 
(in an increasing or decreasing order), but it takes 125 oral interventions in the former 
case and 15 in the latter. 

Importantly, convergence towards equilibrium is also slower for increasing or decreas- 
ing orders and takes 3 or more rounds. This means that a random order reduces distor- 
tions and does so more quickly. For example, for a 9-group, after 2 rounds,  the distortion 
is 5.7% for a random order but still 6.4% after 5 rounds for an increasing or decreasing 
order. So, globally, a random order is more efficient and can save deliber- ation time. 

Finally, it should be  noted that the random order  is also  fairer. Indeed, cases of 
distortions are then accidental and equally in favor of 0.25 or 0.75. Thus, the average 
of decisions is 0.5, as it should be with a symmetric distribution of private views. By con- 
trast, increasing or decreasing orders generate one-sided errors in favor either of 0.25 or 
0.75. For example, 16% of errors with an increasing order means that 66% (that is 2/3) of 
decisions are in favor of 0.25 and 33% (that is 1/3) in favor of 0.75. With such orders, 
decisions are on average more distorted and one-sidedly biased, and the corresponding 
groups will seem to be clearly polarized (whereas the distribution of private views within 
them is not). 

The increasing and decreasing orders correspond to extreme situations, and actual cases 
may lie somewhere between them and the random order. In any case, the larger the group, 
and the more likely manipulations or correlations in the order of speech, the more advis- 
able it is for groups to adopt a procedure that guards them against distortion-inducing 
orders of speech. Our results show that a simple but efficient way to avoid correlations 
and manipulations, to reduce distortion and to make deliberations more efficient and fairer is 
to adopt a random order of speech, especially when deliberative time is short. 

 
 

6. Making Deliberation Dissenter-Friendly 
To decrease distortion, one can also try to reduce the misrepresentation rate. As indicated 
in Section 2, misrepresentation can stem from various, potentially concurring factors such 
as a fear of retaliation, an unwillingness to be seen publicly as a dissenter, or a feeling that 
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6 The exact percentage is 1/2−1/2n. Proof: without loss of generality, consider the increasing order. 
Assuming an odd number of agents, there are two cases. First case: a majority of agents would express 
0.25 without misrepresentation. This occurs with a probability of 1/2. With an increasing order, the first 
speaker expresses 0.25 and there is no distortion in the group’s decision. Second case: there is a majority 
of 0.75 in the group. There is no distortion if and only if no speaker privately favors 0.25 because he or 
she would speak first. This happens with a probability of 1/2n. QED. 
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Fig. 3. Distortion after the third round (n = 5). (Comparisons between the two orders should be made along 
vertical lines.) 

 

dissenting is not worth the effort. While some of these factors are hard to overcome, even 
when agents are aware of them, others can be partly acted upon. For example, we can try 
to make deliberations as unabrasive and non-conflictual as possible, create a friendly 
atmosphere, and explicitly and benevolently welcome dissenters and dissenting views so 
that agents feel the need to misrepresent their views less. 

The questions that remain to be answered now are: to what extent can the unabrasive 
strategy be a key one, and is a small decrease in the misrepresentation rate worth the 
effort? It can be; as we now show, a small variation of α can make a big difference to 
the distortion. 

Figure 3 shows the distortion rate for a 5-group after 3 rounds of speech, i.e. when dis- 
tortion effects have roughly stabilized. For α > 2/3, the distortion is maximal and stable.7 

For low values of α, distortion is present but minor. The striking feature is that in the inter- 
mediate zone of approximately [0.4, 0.7], distortion does not rise linearly but becomes 
increasingly steep as α increases. This result is coherent with the finding that pluralistic 
ignorance and social behaviors rooted in misrepresentation effects can quickly disappear 
(Kuran 1995). In this intermediate zone, a small change in α brings about a large change in 
the distortion rate. So, unless one is in extreme deliberative contexts, when agents barely 
or almost completely misrepresent their views, minor differences in misrepresentation can 
have large effects. Thus, trying to reduce even slightly the misrepresentation rate by simple 
methods, e.g. promoting adequate rules of deliberation demeanor, can be worthwhile, all 
the more so since one usually does not know where a deliberative group stands on the mis- 
representation spectrum. 

 
 

7. Expressing Fine-grained Views 
So far we have assumed that agents simply express the option they favor, namely 0.25 or 
0.75 (see Section 3.1). But agents have richer private views in [0, 1]. Would the group’s 
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517 7 Cf. Section 4, footnote 5, and Section 5, footnote 6. 

Fi
g.

 3
 - 

C
ol

ou
r 

on
lin

e,
 B

/W
 in

 p
ri

nt
 



 

 

 
 
 

518 

519 

520 

521 

522 

523 

524 

525 

526 

527 

528 

529 

530 

531 

532 

533 

534 

535 

536 

537 

538 

539 

540 

541 

542 

543 

544 

545 

546 

547 

548 

549 

550 

551 

552 

553 

554 

555 

556 

557 

558 

559 

560 

561 

562 

563 

564 

decisions be improved and would the distortion rate be reduced if agents expressed finer- 
grained views? With 4 possible expressions, this amounts to being able to say “rather X” 
or “absolutely X”, instead of just “X”. Because this possibility reduces the discrepancy 
between agents’ private and public views, one may think that it should also reduce the dis- 
tortion rate and be epistemically beneficial. However, things are not so simple. We high- 
light below that it is not clear whether this intuitively appealing strategy is a genuine 
solution. 

We considered 3 extensions of the model, in which agents can express a view among 
v = 4, 8 views or any view within [0, 1]. For v = 4 or 8, here again, the views are chosen 
so that they stand in the middle of v equal-sized intervals, e.g. with v = 4, the views are 
{0.125, 0.375, 0.625, 0.875}. Agent i’s expressed view is still given by Equation 2, but 
the projection is now made on the 4 or 8 views, or there is no projection in the last 
case. The group’s final decisions are still taken by the majority of agents’ binary votes, 
interpreting an expressed view above (resp. below) 0.5 as a vote for 0.75 (resp. 0.25). 

The patterns discussed in Sections 4 to 6 are also found in these versions of the model. 
Two additional major points stand out. First, when the distortion rate is high, i.e. typically 
when α > 0.5 (cf. Figure 3), allowing for finer-grained expression substantially lowers the 
distortion rate after a few rounds. For instance, for α = 0.7, n = 5 and a random order, the 
distortion rate is 31% after 3 rounds with v = 2 possible expressions, but respectively 10, 
10 and 12% for v = 4, 8 or infinity. What happens is that, when the misrepresentation rate is 
high, refined public views allow for easy and moderate dissent, damping the influence of the 
first speakers and preventing huge distortions from taking place systematically. Second, 
when the misrepresentation rate  is moderate or low, typically when α ≤ 0.5, allowing 
for finer-grained expression slightly or moderately increases distortion. For instance, 
with α = 0.3, n = 5 and a random order, distortion is 0.9% after 3 rounds for v = 2, and 
between 3 and 4% for v = 4, 8, or infinity. 

These results  call  for conditional  and cautious recommendations. A finer-grained 
expression of views may be seen as per se globally beneficial since it very slightly increases 
small distortion rates and significantly reduces large ones. It seems particularly appropri- 
ate when one suspects the misrepresentation rate α to be high. However, enabling a finer- 
grained expression of views opens the door to strategic voting, i.e. deliberately expressing 
extreme views to pull the group in one’s direction; thus, in the absence of combined inves- 
tigations of the two mechanisms, it cannot be flatly recommended in general. A more 
refined case-by-case analysis may be needed here to reach well-entrenched conclusions. 

 
 
8. Discussion 
We will now discuss further the robustness and plausibility of the results presented above. 
A potential issue is the precise value of the misrepresentation rate α and our decision to 
keep it constant. How much majorities and minorities cross-influence each other is still a 
debated question within social psychology, and it seems to call for a contextual answer. 
Social influence appears to depend on various factors such as the type of issue that is 
debated, the type of task, the degree of retaliation that dissenters can expect, or the 
type of agents involved (Bond 2005). This is the reason why we have studied distortion 
for different misrepresentation rates. 
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Some models make influence depend on the size of the majority (Latané 1981; Mullen 
1983; Tanford and Penrose 1984), but in these models the growth of social influence on 
agents is very slow for groups larger than 3. In experimental cases like those investigated 
by Asch, the influence of the majority reaches a full impact as soon as k = 3. Our model is 
coherent with this feature, as it limits the influence of a majority to the fixed value of the 
misrepresentation rate α. However, in Asch’s experiments, for majorities smaller than 3, 
the social influence increases from 0 to the threshold value (Asch 1951). How steep this 
transient increase is, and why, are still debated issues.8 

Accordingly, we also analyzed the case of a linear transient increase of the misrepresen- 
tation rate: during the first roundtable, the second and third speakers misrepresent their 
views with rate α/3 and 2α/3 respectively, and then the misrepresentation rate equals α. 
Our simulations show that this change reduces somewhat the distortion effect, which is 
understandable because the transient effect makes it easier for the first speakers to dissent. 
This drop in the percentage of distorted decisions can be significant for very small groups 
and a random order, e.g. for a 5-group and α = 0.5, we note a reduction of 9% after 1 
round, but this is temporary and transient, falling to  3%  after  3  rounds,  under  the same 
conditions. Furthermore, the larger the group, the smaller this difference is, e.g. for a 
25-group and α = 0.5, the reduction is 5.5% after 1 round and 0.5% after 3 rounds. 
Importantly, for moderate values of α, the progressive misrepresentation rate has very lit- 
tle impact on distortion for increasing or decreasing orders of speech, especially for large 
groups. For a 5-group and α = 0.5, it amounts to 1.7% after 2 rounds, and 1.2% after 3 
rounds. The explanation is that, in these situations, it is quite frequent for the first 3 speak- 
ers to express the same view, hence the transient regime makes no difference. Overall, the 
existence of this short-lived regime has mostly significant effects for small groups, when α is 
in the critical zone where distortion is maximal (α > 2/3 for n = 5, see Figure 3) but α/3 and 
2α/3 are not. Be this as it may, even with this transient mechanism, simulations show that 
our morals remain: it is preferable to make at least 2 or 3 roundtables, to adopt a random 
order of speech, and to work in a dissenter-friendly atmosphere. 

Finally, we consider the experimentally documented fact that, when one or several 
agents have already dissented publicly, other agents dissent more easily and conformity 
can significantly decrease (Asch 1955), even if this effect is somewhat contextual.9 In 
our model, the fixed misrepresentation rate corresponds to the weight given to the group’s 
view, which is an average over expressed views. Accordingly, when dissenters emerge, the 
weight that is given by individuals to the public views of those with whom they disagree 
linearly decreases. Then, for a 5-group and α = 0.5 (resp. 0.4; 0.3), if the first four speakers 
are unanimous, the probability that a fifth, while privately being a disagreeing speaker, 
misrepresents her view is 50% (resp. 33.3%; 21.4%). This percentage drops to 25% 
(resp. 16.7 %; 10.7%) if the fourth speaker has dissented. Thus, for such cases, the social 
support brought about by a previous dissenter divides the misrepresentation effect by 
2. Overall, while the model is not aimed to reproduce the subtle and contextual variations 

 
 
 

 

8 An important aspect seems to be whether the influence is of an informational type, where people comply 
not to be wrong, or of a normative type, where they yield to normative pressures. 

9 The drop in the conformity effect when unanimity in the group is disrupted seems to be specifically 
important in Asch-like cases, when the tasks is a trivial one and is about facts, arguably because people 
do not expect opinions concerning the physical world to be different (Allen and Levine 1968). 



 

 

 
 
 

612 

613 

614 

615 

616 

617 

618 

619 

620 

621 

622 

623 

624 

625 

626 

627 

628 

629 

630 

631 

632 

633 

634 

635 

636 

637 

638 

639 

640 

641 

642 

643 

644 

645 

646 

647 

648 

649 

650 

651 

652 

653 

654 

655 

656 

657 

658 

of social influence with the degree of social support, it plausibly accommodates such a 
type of effect. 

 
 

9. Conclusion 
We have analyzed how much the conformist mechanism of view misrepresentation can 
warp deliberations and distort the decisions that are finally taken by groups. The model 
we introduced was not directed to make precise predictions in specific situations, but to 
identify general features of misrepresentation and suggest deliberative procedures to reduce 
the ensuing distortion in decisions. Our investigation feeds the conclusion that the 
effects of misrepresentation can be large. This provides more evidence for the claim that 
a consensual group decision can be warped if it is not issued from appropriate pro- 
cedures that guarantee that minorities are heard (Beatty and Moore 2010). Our results 
also point out procedures that decrease the harmful effects of view misrepresentation. If 
one wants to dampen distortion, it is advisable to make at least 2 or 3 roundtables, to 
speak in a random order, to make discussions inclusive and dissenter-friendly, and per- 
haps to find ways of letting agents express fine-grained views. Because of their robustness, 
these general suggestions do not depend on the exactness of a mapping between specific 
values of parameters and specific situations. Further, since agents do not usually have pre- 
cise clues concerning how much other deliberators misrepresent their views or manipulate 
the order of speech, it is difficult for them to know where exactly they lie on the “misrep- 
resentation and distortion” map. Thus, it may be a safe move to use these procedures by 
default, all the more since they are neither costly nor difficult to implement. 

Importantly, making absolute normative claims about deliberation procedures usually 
requires a global perspective. One needs to consider whether these procedures agree with 
rights, norms, or principles that we otherwise endorse. One also needs to take into account 
the global effects of these procedures on information exchanges, not just on misrepresen- 
tation and distortion. Hence, the above suggestions are merely ceteris paribus recommen- 
dations: to the extent that they do not have other detrimental effects, these procedures 
seem beneficial. Having said this, it is not clear how the suggested procedures of making 
people speak in a random order, organizing several rounds of expression of views, trying 
to limit misrepresentation of views, and perhaps encouraging the fine-grained expression 
of views, could significantly alter the quality of deliberations, quite the contrary. In the 
absence of additional evidence against them, considering that they are worth adopting 
seems reasonable. In any case, testing the effects of these procedures for deliberative 
groups of various types through empirical investigations would be welcome and would 
enable the above theoretical insights to be cross-checked. Investigating theoretically and 
experimentally what happens when the misrepresentation mechanism additionally feeds 
the dynamics of private views would also provide additional evidence about the global 
epistemic impact of misrepresentation on deliberative exchanges. 

Finally, our results also suggest that misrepresentation can generate purely apparent 
consensus. Therefore, shortcutting the final voting stage is epistemically slippery, and ask- 
ing for a secret ballot is often not superfluous. Nevertheless, as emphasized above, there 
can be strong reasons against secret voting. A synchronous public vote does not necessar- 
ily make social influence disappear. In a hand-raising vote, which is not fully synchronous, 
agents can follow other influential agents or just see what other agents do, like in standing 
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ovation events. This can be grounds for adopting a two steps procedure in which agents 
vote secretly and individually disclose and explain their votes afterward to preserve 
accountability and publicity. This is the type of reform that was adopted in 2007 for 
FDA advisory committees.10 Still, social influence and misrepresentation effects can 
take place both in the deliberation preceding the vote, and in the vote itself if the ballots 
are eventually disclosed and agents already have beliefs about what the others think. For 
this reason, applying the suggestions made above, or similar ones, to the deliberation that 
takes place before the vote can still be recommended. 
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Appendix 

In Section 4, we noted that for large groups distortion is higher in the beginning and lower after sev- 
eral rounds of contributions, when equilibrium is reached. Here we state some general propositions 
concerning this trend. 

Proposition 1. If agents speak in an increasing or decreasing order of private views, the percentage 
of distorted decisions at the end of the first roundtable tends to 50% when the size n of the group 
tends to infinity. 

Proof. First consider the increasing order. When n tends to infinity, the probability that the first 
speaker says “0.25”, and thus initializes the group’s view to 0.25, tends to 1. Subsequent agents in 
the first roundtable will keep saying “0.25” as long as their private view is below the threshold 
value t = (0.5−0.25α)/(1−α); for α = 0.5, t = 0.75. Because in the model the private views are picked 
from a  uniform distribution between  0 and 1, as n tends to infinity, the  proportion of agents 
whose private views are below t tends to t, with t >  0.5, and the probability that a majority of people 
have a private view below t and say “0.25” tends to 1. In 50% of the cases, this will not coincide with 
a private vote, and will give distortion. The case of a decreasing order is symmetric. 

Proposition 2. If agents speak in an increasing or decreasing order of private views, when the size n 
of the group tends to infinity the percentage of distorted decisions decreases with the number of 
rounds k and tends to 0 when k tends to infinity. 

Proof. With an increasing order, as noted above, agents keep saying “0.25” across the first round- 
table (and the public view of the group remains 0.25) until their private views are above t. Then, 
agents say “0.75” and the public view of the group increases. During the second roundtable #2, 
the threshold value t2 is lower than t, so more people say “0.75”, and the public view of the 
group increases again. Things continue in this way for subsequent rounds. For the remainder of 
the proof, we assume α = 0.5 for simplicity. When the size of the group tends to infinity, it can be 
shown easily that tk+1 = 0.25 + 0.5tk. Therefore, the sequence tk decreases, tends to the fixed point 
0.5, and distortion vanishes. What makes the thing work is that when n tends to infinity, there are 
always new people whose private views lie between tk and tk+1. These people stop misrepresenting 
their views and the dampening process never gets stuck. In contrast, the smaller the size of the 
group, the more often the process gets stuck and distortion remains considerable. 
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